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Meeting Data Growth Challenges 

Source: Cory Stuart and Nitin Bharadwaj  
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ARM Large Scale Data Processing 
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Providing  A Community Resource for ARM Data Processing, 
Visualization and Analysis 
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• Interactive visualization 
– Users request access to 

the cluster  
– Almost instance 

access to the 
Archive users 

– need to create one 
more account (can 

use the same 
archive user id) 

– User-saved “views” and 
data extractions can be 
made available via web 

services 
 

• Software Development 
– Access to local copy of 

ARM Development 
Interface 

 

32 cores, 256 – 512 
GB memory, 40-100 

TB of local disk 
 

ARM Computing Cluster for Large –
Scale Radar Data Analysis  
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Presenter
Presentation Notes
Acquired 2 systems with very large capacity
32 cores, 256 – 512 GB memory, 40-100 TB of local disk
Stepping stone between normal servers and super computers
Familiar processing environment
1: Data visualization and software development system
Easy access, preliminary data exploration and analysis
Engage new Dr. Users!
2: Batch data processing (BDS1)
Production software processing data for Archival
Optimized for specific tasks
High performance access to / from Mass Storage System (HPSS) 
Minimize elapsed time for infrastructure and research users
GPU-based system
2 GPU with 448 cores each, 48 GB memory, ~4TB of local disk




ARM Approval 
Process 

ARM registered 
users 

Remote login ARM 
cluster 

Use tools to analyze/ 
visualize data   

ORNL XCAMS 
Account 

ARM User Workflow for ARM Cluster (BDS) 

Interested in using the ARM Viz cluster? http://www.archive.arm.gov/cluster.pdf   

Presenter
Presentation Notes
-Archive will enable an option to advanced users to request data staging in the cluster using data discovery

http://www.archive.arm.gov/cluster.pdf
http://www.archive.arm.gov/cluster.pdf


ENG-1061 - ARM Next Generation - Computing 
Architecture for Big Data Processing and High 
Resolution Modeling 
 
 Collecting requirements for computing clusters to help 

 Routine data processing of big data (example: scanning Radars) 
 Data analytics and visualization of big data 
 Research user data processing (example: users of BDS clusters) 
 Routine operation of LASSO 

 Information Needed: 
 Summary of your use case 
 # Nodes/cores 
 Memory  
 Storage within the cluster 
 Software (processing, queuing etc..) 
 Compilers 
 GPU 

 

Presenter
Presentation Notes
ARM data center currently evaluating various next generation compute architectures to support ARM data processing, research use, visualization and analysis. The object of this ECR to gather requirements for computer clusters to help with the following data processing for ARM scanning radars, data processing from megasite. 

We will request ARM staff involved in the above activities to provide the requirements, this will then help ARM Data Center to evaluate different cluster options and develop a scalable design for ARM data needs.



Preliminary findings from ENG 1061 

High performance computing needs for ARM data processing, analysis and 
modeling can be served by a combination of: 

 Mid-scale compute clusters 
 512-1024 cores (Intel Xeon)  
 8-16 GB RAM per core 
 0.5 - 1 PB storage  
 A single rack mount node can look like: 16 (2x8) or 32 (or 2x16) cores, 256 - 512 GB RAM, 

100 TB HDD 
 Leadership class computing facility 

 OLCF / ALCF allocations would provide access to a larger systems for large jobs (like LES 
simulations) 

 Shared Lustre system accessible from the mid-scale computing system would provide 
seamless access to all data 

 Long term data archival 
 HPSS accessible from both mid-scale and LCF systems 



ARM PI data Product 
Registration Tool (OME) 



ARM DOI Tool (For PIs) 



ADC Contacts 

 Data Ingest and Reprocessing (DMF)– Nicole 
Keck  

 ADC data/project resource: Rob Records 
 ADC Clusters: Anthony Clodfelter 
 PI and Field Campaign Data – Alice Cialella 
 Metadata – suggestions, issues: David 

Troyan 
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