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Key	  Ques0ons	  
•  Why	  has	  it	  been	  so	  difficult	  to	  make	  progress	  
on	  quan0fying	  aerosol-‐cloud	  interac0ons	  for	  
climate	  assessments?	  	  

•  What	  can	  be	  done	  to	  make	  progress	  moving	  
forward?	  



Sums and Factors  

R: “clean-sky” shortwave cloud forcing (Ghan, ACP, 2013) 
ΔR: ERFaci  Nd: cloud droplet number   
CCN: CCN at 1 km (0.3% supersaturation)      E: anthropogenic emission       
Rc: in-cloud R   C: cloud fraction 
τc:  cloud optical depth   re: droplet effective radius   L: liquid water path  
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Which terms 
drive model 
diversity?  
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Constraints from present day variability might not 
apply to pre-industrial to present day changes 

6  

radiative forcing as the forcing obtained by holding all values
constant except the estimated change in Nc (13, 14), thereby
requiring that the feedbacks associated with droplet coalescence
and precipitation not be included. This is the definition used
here, but we include the effect of some of the feedbacks in
Table 1.

Fig. 4A shows the TOA shortwave forcing using the true mod-
eled PI Nc. The forcing based on the estimated PI Nc from R
(AOD ) is shown in Fig. 4B, whereas that based on R(AI) is
shown in Fig. 4C. The global average indirect forcing using
the true PD and PI values for Nc is −1.69 Wm−2 but that using
the satellite method based on R(AOD) is only −0.27 Wm−2. The
forcing in every region is smaller using the satellite-based regres-
sion (see Fig. S1). If R(AI) is used rather than R(AOD), the for-
cing is significantly larger, −1.09 Wm−2, but is still smaller than
the value based on the true model estimate of preindustrial Nc,
even if we restrict the true model estimate to the satellite region
that spans only the latitudes from 60 °N to 60 °S. As noted above
from the discussion of slopes, there are some regions where the
estimated forcing is actually more negative using the satellite
method based on AI, most notably in the NPO, TPO, and SPO
regions. However, the satellite method underestimates the nega-
tive forcing over all continental regions (see Fig. S1).

The values for the PD slopes based on R(AOD) shown in
ref. 12 as well as those from satellite observations include the
effects of changes to Nc that result from feedbacks between aero-
sols and Nc. In the above, we emphasized the use of an off-line
model to calculateNc in order to report results that are consistent
with the IPCC definition of the first aerosol indirect forcing.
Table 1 summarizes these off-line model results for forcing as well

as results using the inline values for Nc, AOD, and AI from the
coupled Community Atmospheric Model/Integrated Massively
Parallel Atmospheric Chemical Transport (CAM/IMPACT)
model, but holding cloud liquid water path and cloud fraction
constant at PD values.

The forcing based on inline-calculated values for Nc from PD
and PI simulations (−1.29 W∕m2) is slightly smaller (in absolute
value) than that deduced from the method based on the IPCC
definition of forcing (−1.69 W∕m2). This might be expected
because the effect of coagulation and coalescence will be to
decrease values of Nc more at larger values of Nc thereby making
the difference inNc between PD and PI conditions smaller, which
then causes smaller forcing.

The forcing based on R(AOD ) and that based on R(AI) using
the inline calculations is larger than that of the off-line calcula-
tions using R(AOD ) or R(AI). Values for the slope based on R
(AI) or R(AOD) from the inline model results are, in general,
larger than those based on R(AI) or R(AOD) from the off-line
model, and this causes the estimated PI droplet concentrations to
be smaller and the forcings larger (in absolute value) than those
from the off-line method. The increased slope in the inline model
is caused by the decreased loss of cloud droplets when aerosols
increase within a region. More aerosols lead to less droplet sedi-
mentation and precipitation, which then reduces the sink of cloud
droplets and leads to relatively higher droplet number concentra-
tions for a given aerosol concentration, which in turn increases
the slope based on R(AI) or R(AOD). The PD slopes from
satellite data include the effects of these feedbacks between
aerosols and clouds, so this example also shows that the use of
satellite slopes should not be expected to fit the IPCC definition
of forcing.

We also note that the increase in slope using inline values
causes the forcing based on estimating PI Nc from R(AI) in
the inline model to be larger than the forcing using the true
PI values, whereas the forcing based on the off-line model is smal-
ler. This larger forcing is mainly caused by differences in slopes
over ocean regions, because land areas still have smaller forcing
than that based on the true PI values (see Fig. S2). The larger
forcing is again caused by the feedbacks between aerosols and
cloud drop number concentrations, which increase the slopes.
This feedback is larger over ocean areas because the role of in-
soluble aerosols (which do not form drops as easily as soluble
aerosols, and thus do not enhance the effects of feedbacks as
much as soluble aerosols) is smaller in general over ocean areas
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Fig. 3. Scatter plot of lnðNcÞ versus lnðAODÞ and versus lnðAIÞ for North America in JJA and DJF and for Asia in MAM. The red line shows the best-fit linear
regression from PD values, whereas the blue line shows the best fit linear regression for the PI values. The black line shows the fit computed using the difference
in the average of the PD and PI values.

Table 1. Global annual average aerosol first indirect forcing (W∕m2)

PD − PI*
PD − PI based on

fit to AOD*
PD − PI based
on fit to AI*

Inline Nc
† −1.29 −0.43 −1.59

Off-line Nc −1.69 −0.27 −1.09

*PD − PI forcing is based on the true modeled PD and PI results for droplet
number concentrations. The PI values based on fits to AOD or AI are from
the regression between the PD lnðNcÞ versus lnðAODÞ or between the PD
lnðNcÞ versus lnðAIÞ.

†Inline model results for PD and PI droplet number concentrations
include changes from the initial concentration due to sedimentation,
coagulation, and precipitation.

13406 ∣ www.pnas.org/cgi/doi/10.1073/pnas.1018526108 Penner et al.
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Present day variability vs. anthropogenic change 



What	  can	  be	  done	  to	  make	  progress	  moving	  forward?	  
	  

•  Understand	  why	  ΔlnX/ΔlnY	  ne	  dlnX/dlnY	  



Understand	  why	  ΔlnX/ΔlnY	  ne	  dlnX/dlnY	  
	  •  Is	  the	  inconsistency	  due	  to	  lack	  of	  pre-‐industrial	  

condi0ons	  in	  present	  day?	  In	  which	  regions	  and	  for	  
which	  model	  is	  the	  disagreement	  greatest?	  What	  do	  
the	  distribu0ons	  of	  X	  and	  Y	  look	  like?	  
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What	  can	  be	  done	  to	  make	  progress	  moving	  forward?	  
	  

•  Understand	  why	  ΔlnX/ΔlnY	  ne	  dlnX/dlnY	  
•  Develop	  metrics	  that	  relate	  anthropogenic	  
change	  to	  present	  day	  observables	  



Rela0ng	  anthropogenic	  change	  to	  present	  day	  observables	  
Spop vs. dlnLWP/dlnCCN (PD-PI)  
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What	  can	  be	  done	  to	  make	  progress	  moving	  forward?	  
	  

•  Understand	  why	  ΔlnX/ΔlnY	  ne	  dlnX/dlnY	  
•  Develop	  metrics	  that	  relate	  anthropogenic	  
change	  to	  present	  day	  observables	  

•  Use	  measurements	  where/when	  aerosol	  has	  
changed	  



Opportunities from Recent Regional Changes in Emissions 

1110 S. J. Smith et al.: Anthropogenic sulfur dioxide emissions: 1850–2005
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Fig. 5. Global sulfur dioxide emissions by (a) source and (b) end-use sector. Emissions by source are the primary inventory result from this
work. Emissions were then mapped to sector. Included are emissions from forest and grassland fires from van der Werf et al. (2006), Schultz
et al. (2008), and Mieville et al. (2010) as used in the RCP historical inventory exercise (Lamarque et al., 2010).
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Fig. 6. Global sulfur dioxide emissions by region (North Amer-
ica =USA+Canada; East Asia = Japan, China+, and South Korea).

to low-sulfur coal was a major driver of emissions reduc-
tions until recent years. Flue-gas desulfurization has played
an increasing role in recent years, when the coal sulfur con-
tent actually increased, but emissions continued to decrease
(see Supplement, Fig. S-2).
The impact of these changes can be seen in Fig. 7, which

shows the aggregate emissions factor (emissions over fuel
combusted) by region. Note that the split between coal and
petroleum emissions is approximate in some regions, which
means that there is uncertainty in these emissions factors.
The aggregate emissions factor shown in Fig. 7 includes the
impact of changes in sulfur content, sectoral shifts, and emis-
sions controls.

The change in coal emissions factor varies greatly by re-
gion, with some regions showing little change, while emis-
sions factors in many regions, including the Japan, Europe,
United States, Canada, and South Korea, have decreased sub-
stantially since 1970. As a result, the global average emis-
sions factor for combusted coal has decreased by 2005 to
60% of the 1970 value. Shifts to lower sulfur coal and flue-
gas desulfurization have contributed to lower relative emis-
sions from coal combustion, although emissions data alone
is not sufficient to quantify these effects individually.
The emissions factor for petroleum has decreased in all

world regions. The global average emissions factor for
petroleum products in 2005 is about half of the 1970 value.
From a top-down perspective, this is due to an increase in
the fraction of sulfur removed from crude oil at oil refiner-
ies. From a bottom-up perspective, the decrease is due to
limits on the sulfur content of end-use fuels and a reduction
in the fraction of residual oil consumed. Countries such as
Mexico and South Korea had particularly high percentages
of residual oil in their consumption mix until around 1990,
and a decrease in this fraction since then has contributed to
the decline in the aggregate petroleum emissions factor.

4.2 Comparison with other estimates

The methodology used here, whereby regional inventories
are used to calibrate a bottom-up emissions estimate, was
used in order to produce an estimate that uses what was
judged to be the best data from various regions. Use of
such inventory information automatically takes into account
emissions control efforts, providing the inventory data used
accurately takes these factors into account. Uncertainty

Atmos. Chem. Phys., 11, 1101–1116, 2011 www.atmos-chem-phys.net/11/1101/2011/

Smith et al., ACP (2011) 
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Constraining Forcing with Recent Changes 
•  Satellite data not available to constrain factors during 

this period 

Geophysical Research Letters 10.1002/2013GL058715

Figure 1. Solar brightening trend for the years 1990 to 2005 over 52 GEBA observational sites (Figure S11) in the
European region for the historical experiment versus aerosol effective forcing (EF = sstClimAerosol − sstClim) at
(a) surface, (b) top-of-the-atmosphere (TOA) over the continental European region, and (c) global TOA. Please note the
different scales on the y axis. The Meteorological Research Institute (MRI)-coupled (ocean-atmosphere) general circula-
tion model CGCM3 model is not included in the regression analysis in Figure 1c. The different colors are for observations
and different models. The black lines indicate the least squares trend line (average and 1 standard deviation consider-
ing the uncertainties for each model and the observations). The red lines indicate the constrained forcing value line and
light red shade indicates the uncertainty range in the GEBA observed trend.

warming trend for the historical experiment. The scatterplot between solar brightening and the tempera-
ture trend difference from 1990 to 2005 and 1960 to 1980 shows that the solar brightening trend simulated
by CMIP5 models scales with the change in warming trend over the continental European region (Figure 2a).
The temperature trend difference between the two periods is used to single out to a first order the
greenhouse gas and natural forcing influence from aerosol forcing. The models that quantitatively repro-
duce the brightening trend show a stronger warming trend than the observed one (Figure 2a). From the

CHERIAN ET AL. ©2014. American Geophysical Union. All Rights Reserved. 2179

Cherian et al., GRL (2014) 



What	  can	  be	  done	  to	  make	  progress	  moving	  forward?	  
	  

•  Understand	  why	  ΔlnX/ΔlnY	  ne	  dlnX/dlnY	  
•  Develop	  metrics	  that	  relate	  anthropogenic	  
change	  to	  present	  day	  observables	  

•  Use	  measurements	  where/when	  aerosol	  has	  
changed	  

•  Apply	  measurements	  to	  cloud	  regimes	  



Focus	  on	  cloud	  regimes	  
•  The	  cloud	  feedback	  community	  has	  reduced	  
uncertainty	  by	  exploi0ng	  cloud	  varia0ons	  
stra0fied	  by	  cloud	  regime	  

•  Could	  the	  same	  approach	  benefit	  CAPI	  
studies?	  

2770 S. Zhang et al.: Aerosol indirect effect based on dynamic regimes
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Figure 1. (a) LWP and (b) column-integrated CCN (at 0.1% super-
saturation) as a function of 500 hPa vertical pressure velocity (!500)
derived from different models: CAM5 (blue solid line), CAM5-
MG2 (blue dashed line), CAM5-PNNL (blue dotted line), CAM5-
CLUBB (cyan solid line), CAM5-CLUBB-MG2 (cyan dashed line),
ECHAM6-HAM2 (red solid line), SPRINTARS (green solid line),
SPRINTARS-KK (green dashed line), ModelE2-TOMAS (purple
solid line) and HadGEM3-UKCA (orange solid line).

into how clouds’ response to Nd changes since LWP directly
depends on Nd, not necessarily on CCN. However, this alter-
native definition of � as d lnLWP/dlnNd would be difficult
to compare with observations, and this also does not directly
measure cloud response to anthropogenic aerosols. The in-
teractions between clouds and anthropogenic aerosols arise
through a chain of processes, from effects of the CCN on
Nd to effects ofNd on cloud water, which can be expressed as
d lnLWP/dlnCCN= (d lnLWP/dlnNd) · (d lnNd/dlnCCN).
This chain of processes has now been examined in Ghan
et al. (2016) based on the same set of model simulations
documented in this study.

3.2 Regime dependence

3.2.1 LWP, CCN, and �

Figure 1 shows LWP and CCN as a function of vertical pres-
sure velocity at 500 hPa (!500) derived from PD simulations.
To derive Fig. 1, the 12-month monthly global grid values
are first sorted into 20 dynamical regimes according to their
!500 values, keeping the number of samples in each bin
equal. LWP, CCN, and values of other fields for each bin are
then calculated from averaging the values of all samples in
that particular bin.
In general, SPRINTARS (default and KK) simulates

much higher LWP in all dynamic regimes and ECHAM6-
HAM2/ModelE2-TOMAS in most regimes than different
versions of CAM5 runs (default, PNNL, CLUBB and MG2)
(Fig. 1a), which is consistent with global means in Ta-
ble 2. A peak of LWP is found around !500= 0 hPa day�1

in CAM5, ModelE2-TOMAS, and ECHAM6-HAM2. For
SPRINTARS, LWP decreases from 190 to 100 gm�2 as !500
increases from �60 to 40 hPa day�1. In all simulations LWP
is low in regimes where !500 is larger than 10 hPa day�1,
i.e., regimes dominated by low clouds. HadGEM3-UKCA
simulates larger LWP than CAM5 especially in ascending
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Figure 2. Same as Fig. 1a, but for (a) the sensitivity of LWP to
the change of CCN (�), (b) relative enhancement of liquid water
path (d lnLWP) and (c) relative enhancement of cloud condensation
nuclei (d lnCCN) from pre-industrial (PI) to present day (PD).

regimes. The model spread of LWP response is larger in
the ascending regimes than in the subsiding regimes. This
may be partly related to the fact that the types of clouds
included in LWP are not the same in different models (Ta-
ble 1). Figure 1b shows that CCN concentrations peak at
around 25 hPa day�1 among all the models. This peak is
partly caused by little precipitation (and therefore low wet
scavenging rate) in subsidence regimes as well as by the fact
that these dynamic regimes are located near continents where
the sources of anthropogenic aerosols are strong. Further-
more, CCN concentrations are low at around 0 hPa day�1,
which could be explained by the fact that most regimes
around 0 hPa day�1 are located over the oceans far away
from continents (i.e. remote marine aerosols) and anthro-
pogenic aerosol source regions (figures not shown). Gener-
ally, CCN in two versions of SPRINTARS and HadGEM3-
UKCA is less than other models in most regimes, consistent
with Table 2.
All the simulations show positive � within all dynamical

regimes (Fig. 2a), which is consistent with the theory pro-
posed by Albrecht (1989) that an increase in aerosols leads
to more liquid cloud water. However, � can vary significantly
between regimes in CAM5 and ECHAM6-HAM2 (Fig. 2a),
which indicates that changes in LWP in response to aerosol
perturbations are regime-dependent in these GCMs. For ex-
ample, � in CAM5-PNNL ranges from 0.35 in strong as-
cending regions to 0.11 in strong subsidence regions, which
means that LWP in strong ascending regimes is more sen-
sitive to aerosol perturbations than in strong subsidence
regimes. Exceptions are ModelE2-TOMAS, SPRINTARS
(default and SPRINTARS-KK), and HadGEM3-UKCA, in
which � is low in magnitude (i.e., LWP changes little in re-
sponse to the changes of CCN, consistent with the global an-
nual means shown in Table 2).

Atmos. Chem. Phys., 16, 2765–2783, 2016 www.atmos-chem-phys.net/16/2765/2016/

S.	  Zhang	  et	  al.,	  ACP	  (2016)	  



Conclusions 
•  Diversity in estimated effective radiative forcing through aerosol effects on 

clouds is driven by diversity in several factors 

•  Constraints on anthropogenic aerosol effects are needed for each factor 

•  Constraining sensitivities using data from present day variability often insufficient 
to constrain anthropogenic aerosol effects. This needs to be understood better. 

•  New present day metrics are needed to constrain anthropogenic aerosol effects 

•  Regional trends for selected periods could be helpful 

•  Global satellite data availability limits trend analysis of factors to post 2002 

•  Haywood et al. study of SO2 emissions from Iceland volcano in 2014 

•  Analysis by cloud regime could be helpful 
 


